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*PRFETI /T (Description)

Today every aspect of the computer science has been influenced by probability
theory. Randomization has seen broad and important applications in cryptography,
numerical simulation, statistics via sampling, machine learning, data compression,
error correction, data structure, computational geometry and the large-scale
network. A randomized algorithm has access to random source and the instances of
random numbers will directly or indirectly affect the execution or the output of the
algorithm. It is therefore not guaranteed that a randomized algorithm always outputs
a correct answer, but it is guaranteed that the randomized algorithm outputs a
correct answer with a target probability. Despite the weaker output guarantee,
randomized algorithms are, more often than not, much simpler than deterministic
algorithms for many problems and have thus wide applications. This course will focus




phenomenon and related applications.

on randomized algorithms and probabilistic analysis of algorithms. Some algorithms,
especially those related to big data, often see in their analysis a phenomenon called
‘concentration of measure’, which lies in the core of modern probability theory.
Simply put, the phenomenon depicts the ‘deterministic outcome’ shown by a large
number of random quantities via their interaction, analogous to the deterministic
physical laws at the macroscopic scale shown by a swarm of molecules with random
motions. This course will cover some topics in concentration of measure
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Mitzenmacher and Upfal. Probability and Computing: Randomized
Algorithms and Probabilistic Analysis. Cambridge University Press, 2005
Dubhashi and Panconesi. Concentration of Measure for the Analysis of
Randomized Algorithms. Cambridge University Press, 2012
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