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Sequence Generative Adversarial Nets with Policy Gradient

Lantao Yu, Weinan Zhang, Jun Wang, Yong Yu
The Thirty-First AAAI Conference on Artificial Intelligence

10.0 — Learning curve

T | 5 Next MC — SeqGAN
] [ I 98
: . 60000 . | G action  search D e\ T MLE
» True data; ©-0-0-0-0 : Reward % 9.6 - = = Schedule Sampling
>0-0-0-0-0 :
: . . ‘ . ‘ : : State E 9 4 """" PG‘BLEU
Real World . 00000 ! .. D Reward o =
| + Train >
: i > D -3 9.2
, 00000, Reward = | T
G Generate: 0000 . 2' 9.0
»>0-0-0-0-0 .
: : Reward 88
. 0-0-0-0-0 - |
! _ _ 8.6
- Policy Gradient 0 50 100 150 200 250

Epochs

Generative Adversarial Network (GAN) has been a great success 1n generating natural looking
images. However, the original GAN framework 1s limited to generate continuous data because the
gradient computation involves backpropagation through generator’s output. In this work, we
proposed a novel framework SeqGAN, which elegantly combines adversarial training with policy
gradient algorithm to generate discrete sequential data (e.g. natural language). So far many variants
of SeqGAN have been proposed and successtully applied to a wide variety of tasks including
dialogue systems (L1 ef al., 2017), machine translation (Yang et al., 2017), image caption (Dai et
al., 2017), music generation (Lee et al., 2017) and recommender systems (Yoo et al., 2017).
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Require: generator policy Gg; roll-out policy Gg; discriminator
T\_’ Dy; a sequence dataset S = { X 1.7}
A 1: Initialize Gy, D, with random weights 0, ¢.
. Pre-train Gy using MLE on &
. B+ 0
. Generate negative samples using G for training D,
. Pre-train D4 via minimizing the cross entropy
. repeat
for g-steps do
Generate a sequence Y1.7 = (y1,...,y7) ~ Go
fortinl: 71 do
Compute Q(a = y+; s = Y1.:—1) by Eq. (4)
end for
o ogistic Update generator parameters via policy gradient Eq. (8)
istening 1 e ouput 13:  end for

to

. i ~ —{] 14:  for d-steps do
e 15: Use current G to generate negative examples and com-
o T sl bine with given positive examples S

| 16: Train discriminator D for k£ epochs by Eq. (5)
17:  end for

18: (B <+ 0
D: Text Convolutional Neural Network [9: until S5eqGAN converges
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G: Long Short-Term Memory Network

Word Embedding
i Concat. Multi-layer Perceptron
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